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There is room for further improvement,

but we need to understand: 

what makes good features good?  
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Great progress during last decade

10
−3

10
−2

10
−1

10
0

10
1

.05

.10

.20

.30

.40

.50

.64

.80
1

false positives per image
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94.73% VJ

68.46% HOG

63.26% LatSvm−V2

50.17% Ours−SquaresChnFtrs (I)

48.35% Roerei

37.87% SDN

37.64% MT−DPM+Context

34.60% InformedHaar

34.81% Ours−SquaresChnFtrs (C)

31.28% Ours−SquaresChnFtrs+DCT

30.34% Ours−SquaresChnFtrs+SDt

29.42% Ours−SquaresChnFtrs+2Ped

22.49% Ours−Katamari−v1

53.14% DBN−Isol

%

What is driving 

the progress in detection quality?

Strong features, flow, and context are complementary

● "Everything old is new again",

   decade-old ideas rule quality

● Apples-to-apples comparison only

   valid for same training data

● No clear winning solution family

   or classifier type  

Better features alone

can explain 

10 years of progress
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false positives per image
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te 94.73% VJ (I)

89.06% VJLike (C)

68.46% HOG (I)

63.59% HOGLike−L1 (C)

51.46% HOGLike−L2 (C)

50.17% SquaresChnFtrs (I)

43.19% HOGLike+LUV−L1 (C)

34.81% SquaresChnFtrs (C)

34.56% HOGLike+LUV−L2 (C)

31.28% SquaresChnFtrs+DCT (C)
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false positives per image
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95.95% VJ (I)

78.67% HOG (I)

58.06% SquaresChnFtrs (I)

55.48% HOGLike−L1 (C)

33.75% HOGLike+LUV−L1 (C)

31.80% HOGLike−L2 (C)

13.78% HOGLike+LUV−L2 (C)

11.81% SquaresChnFtrs (C)

10.81% SquaresChnFtrs+DCT (C)

Caltech

train set

Model capacity

has not yet saturated
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